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Lesson 1: Hello Bioinformatics


Welcome to the Crash Course!

This course is designed for individuals with zero to some programming experience and zero to some bioinformatics experience. It is ideally offered as a series of in-person workshops, specifically for students at UC San Diego to enable them to do research and projects like modeling Cancer type from gene expression levels [https://www.bioinformaticscrashcourse.com/8_Classification_PCA.html], and get some exposure before taking upper-div classes.

Regardless, we hope that the material here is useful even if you are not able to complete all the exercises.

- Sabeel Mansuri and Mark Chernyshev, Founders of the Bioinformatics Crash Course



Classic Bioinformatics Problems

As you progress through this course (and bioinformatics in general), you might find yourself developing technical skills without knowing what problems they can be used to tackle. In fact, there are several common (and difficult) problems in bioinformatics worth being familiar with. Therefore, this lesson will introduce you to of some of the things we, as bioinformaticians, do.

Note: In this course, we try to avoid lecture-based or text-heavy material. However, in this first lesson, we want to set a foundation of major problems bioinformaticians work on. We’ll keep it short, and move on to the interactive part: working in a Linux environment!


I. The Alignment Problem (full lesson [https://www.bioinformaticscrashcourse.com/10.1_Alignment.html])

The first problem we’ll look at is alignment. Alignment is the process of arranging sequences in a way to identify regions of similarity that may be a consequence of functional, structural, or evolutionary relationships between the sequences. In order to understand why alignment is hard and practical problem, we will start by learning a bit about sequencing DNA.

Illumina Sequencing:

This is the most widely used “golden standard” method of sequencing DNA. The main idea is that DNA is fragmented into pieces, attached to a flow cell, copied many times over by PCR, and the complement strand is determined one nucleotide at a time. The modified nucleic acids Illumina uses during the generation of complementary strands emit light when they are bound. Illumina sequencing adds one base, measures the color output of the flow cell, adds a different base, measures the color output and repeats over and over. Here is a nice graphic depicting the process:


    
  
    

    Lesson 2: The Linux Terminal
    

    
 
  

    
      
          
            
  
Lesson 2: The Linux Terminal

Bioinformatics is often memory and computation intensive, so we’ll be outsourcing our computational work to a bigger computer called a server. This server will run on the Linux operating system. (This is no different than your laptop running on a Windows or Mac operating system.)

Why Linux? The majority of servers run on Linux, a free operating system which inherited its predecessor’s (GNU’s) mission to give users freedom. Linux is completely open source, allowing users to see and modify any part of its inner workings. Linux is also extremely stable, allowing servers to be up for years at a time without restarting.
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Lesson 3: Advanced Command Line


Jumping in the Deep End

At the beginning of this course, we said that we believe in active learning. Below are a bunch of exercises in roughly increaisng order of difficulty. Here’s a bunch of advanced command line info you might find useful, though Google is probably your best friend.

Behind the Scenes: You might wonder, “Why are we being given tasks that we haven’t been taught how to complete?” The answer: that’s science. One of the most powerful skills in bioinformatics is simply being able to parse documentation to figure out what you need to do. Taking the general knowledge from last lesson and applying it to scenarios you’ve never seen before is very, very valuable!



Assignment

Get file1.txt and file2.txt:

File1.txt:

wget --no-check-certificate 'https://docs.google.com/uc?export=download&id=1DozuwGq6nQRSf2Dx6VNXSv6Vha8OMCIM' -O file1.txt





File2.txt:

wget --no-check-certificate 'https://docs.google.com/uc?export=download&id=17kYqxphGrkCK30FQuOUDIXOUhiZvjAMd' -O file2.txt





1. file1.txt contains the text of a Sherlock Holmes book. How many lines of the file does it take to recount his tale in Bohemia?
Hint: The table of contents is form line 48 to 70


  Stumped? Click me!Does this command give you an idea of what you can search for?

head -n 70 file1.txt | tail -n 22





You can also use command awk which is a great multipurpose effecitent text processing command.

awk "NR<70" file1.txt | awk "NR>48"





2. How many lines in file2.txt contain a period? (Hint: The answer is not 60)

3. Confirm your answers to 2-5 with an instructor or tutor. Then, delete the directory you downloaded in step 0.



Your Own File

So far, you’ve been working with files provided to you. However, for most things you’ll want to do moving forward, you’ll need to create your own. How do you do that?


vim

We’re going to be using a text editor called “vim”. Think of vim as Microsoft Word, but for your command line. You can use vim to open a file containing text or create your own (just like Word!).

Vim is navigated through keyboard commands, which at first are confusing and mostly non-intuitive. However, once you become familiar with using these keyboard shortcuts, Vim quickly becomes one of the fastest text-editors for editing your code! (Note: An advanced user may also edit the .vimrc file to customize their local Vim to better fit your habits and/or adjust UI style.)

Here is a helpful interactive online resource on learning the vim keyboard commands: openVim [https://www.openvim.com/]

Here’s a walkthrough of exactly what you’d need to hit on your keyboard to create a file called “new.txt” that contains “hello there” inside of it:

vim new.txt
i
hello there
'esc'
:x






  Unsure what these commands do? Click me!
	vim new.txt - Open a file called new.txt in vim. If no file exists in the directory (true for us!) create a new one


	i - Moves you into insert mode (where you’re actually allowed to type)


	hello there - Adds text into the file


	esc - Moves out of insert mode


	:x - Saves and quits the file




Use ls and cat to confirm that you’ve succeeded in creating this file.



Your Turn

Create an executable file called greet.sh that can be executed to print “Hello World” to the command line.


  No idea where to start? Click me!Tackle these subproblems:


	What is an executable file?


	How do I make a file print “Hello World”?


	How can I execute a file?


	[Optional, depending on if #3 fails] How can I make a file executable?




Update your program to print “Hello [your_username]”. This should NOT be hardcoded, meaning if your program prints “Hello jsmith” on your laptop, it should print “Hello smansuri” on mine without any changes.
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Lesson 4: Python Basics


The Big Picture

So far, we’ve been working only on the command line. However, you’ll often want to do more than the command line easily allows. Today, we’re going to be learning the basics of one of the most popular languages for doing that: Python.

Side note: If you’re familiar with Python, you many know there are two commonly-used versions, Python2 and Python3. Today, you will be using Python3, since Python2 is being deprecated at the end of this calendar year. They’re very similar, so the skills you learn today should translate to any Python program you come across.



Getting Started

Create a new directory called “pydir”. Enter the directory.

Python might not be installed on your workstations. In order to check: Type the following on the command line:

python3





You should see something that looks like this:

Python 3.6.8 (default, Oct  7 2019, 12:59:55) 
[GCC 8.3.0] on linux
Type "help", "copyright", "credits" or "license" for more information.
>>> 





Type exit() or quit(), and move on.


    Need to install python? Follow these steps:
    - Go to https://www.python.org/downloads/
    - Download the latest version of Python for your OS
    - Open the installer and follow the installation steps


How to Python


Hello World!

We’re going to start by taking a quick look at how Python code is written. Create a file called Hello.py. The “.py” extension signals that you will be writing in python. Inside the file put:

print("Hello World")





Great! Now save + close the file, and run your newly-written program by typing the following on the command line:

python3 Hello.py





Because the “print” statement in Python outputs whatever follows it to the command line, you’ll see your program print “Hello World”. That was pretty trivial… let’s try something more interesting.



Basic syntax

You’ll need to obtain a file

wget --no-check-certificate 'https://docs.google.com/uc?export=download&id=1MOVGIAwde3Op4kApbn3Hw_C8_WETFt3Y' -O syntax.py





Now, open the syntax.py file and take a look inside.

Make sure you understand what’s happening. Follow the comments closely, and ask one of us if you have any questions.

Now, run the code the same way we ran “Hello.py”. You should see “Bioinformatics is Cool”. Can you edit line 14 to make the program print: “is Bioinformatics Cool”?


vim-hint: navigate to a specific line in vim by going into command mode and typing :14

At this point, you can remove the “#” from the start of the last line (this is called uncommenting). Your Python senses should tell you that this line will now print out myString. Take a look at how myString is defined above and take a guess about what should be printed when you run the program. Once you’re ready, run the program.

What if you only wanted to print part of your string, not the whole thing? Remember that a string is like a list (with the first character at index 0). So, what if we wanted to print just “Hello”? We can use specify a range of indexes to print from like so:

print(myString[0:5])





Note that the first number is the position of the first character printed (0 = ‘H’), while the second number is PAST the last character printed (5 = ‘ ‘, but we only print up to index 4).





Indentation

Indentation in Python matters. Try adding a second print statement your “Hello.py” file so it looks like this:

print("Hello World")
    print("Indented line")





Now, try to run “Hello.py”. Python will complain that there’s a problem with your indentation (there was no need to indent, but you did anyways). You’ll learn more about when to indent in the next section. Speaking of which, it’s about time for some bioinformatics.



Loop-D-Loop

Say I have a fasta file containing genetic information (what is a fasta file? [https://www.genomatix.de/online_help/help/sequence_formats.html#FASTA]). Inside are some number of reads (remember reads from our last lesson?). I want to write a Python program that ONLY outputs the header lines (the ones that start with “>”). How can I do it?


  Thought about it? Click me to confirm your answer!-check every line-
  -if it starts with a ">"-
      -print the line-





This is one simple representation of how you could achieve this task. The implementation in Python, as we shall see, uses a loop. Which one of the three pseudocode lines above suggests we will need a loop?

Let’s get a sample fasta file. Use the following command to download it straight in your working directory:

wget --no-check-certificate 'https://docs.google.com/uc?export=download&id=17NqX2e5jA9Jko-gV9lD5Bbnj9m2beKCJ' -O gencode.vM17.IncRNA_subsampled.fasta





Check the contents of your directory. You should see a file called “test.fasta”.

Let’s make a Python program that reads from this file. Create a new file called “Loop.py” and add this as the first line:

file = open("test.fasta", "r")





This will open the file (test.fasta) for “r”eading, and give you access to test.fasta in a variable called “file”. Now let’s use a loop to look at every line in the file:

file = open("test.fasta", "r")

for line in file:





That last line is the syntax for starting a for loop in Python. Next, looking back at our pseudocode, we see that we need to check if a line starts with a “>”. Luckily, lines in a file are stored as strings! Remember that strings are indexed, meaning individual characters from them can be extracted using brackets (you might remember we did something similar above with!).

file = open("test.fasta", "r")

for line in file:
  if line[0] == ">":





Pay close attention to the indentation here. You can think of everything that’s indented after the for as being “inside” of the for loop (it looks a bit like that too!). In our example, that means the if code is executed for every line in the file.

Finally, we just specify that we want the line printed if the line does start with “>”. We indent the next line so Python knows it’s part of the “if” statement, and…

file = open("test.fasta", "r")

for line in file:
  if line[0] == ">":
    print(line)





Run Loop.py and see what happens. Voila.

If instead of printing the these headers, you wanted to put them in a list or a set, there’s another python magic called List comprehension.
..
..
..



Your Turn

Modify Loop.py so that it counts the number of G’s and C’s in the DNA sequences. Be sure not to count the header files. This value has real biological significance that you can read about here [https://en.wikipedia.org/wiki/GC-content].
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Lesson 5: Bioinformatics x Native Python


Welcome

Congratulations! After your hard work honing your Unix and Python skills, you’ve been selected for a bioinformatic research project! Soon, you’re going to be trusted with genetic data from an unknown source. Your goals will be to use bioinformatics to 1) analyze features of the data and 2) determine where this data came from.



Warm Up

Before you’re allowed to work with real genetic data, you’ll need be familiar with command line and Python basics.

Review these materials before moving forward, especially creating, editing, and writing Python3 files. Additionally, create and enter a week3 directory to contain all the work you’ll do today



The First Glimpse


Access

Great! You’ve now been granted access to the data you’re tasked with identifying. Copy it to your working directory:

cp ~/../smansuri/unidentified.unknown .





As you’ve always done, explore the data to get a sense of what you’re working with. (This is a good check to see if you’re understanding what to do. What are some techniques we’ve used in the past?).



File Extenstion

The file you downloaded is called unidentified.unknown. Having worked with genetic data files before, you know what type of file this is. Change the file extension from .unknown to the appropriate extension. For example, if you thought this was a PDF file, you would rename the file to unidentified.pdf.




Transcription Simulation


Complement

It’s clear that this file contains a DNA sequence. Your colleague reminds you that DNA is double stranded and runs anti-parallel.

This means that a sequence “ACGT” from 5’ to 3’ (what’s this? [https://en.wikipedia.org/wiki/Directionality_(molecular_biology)]) is paired up with another sequence “TGCA” from 3’ to 5’. These two sequences are called complements of one another. You can read more about DNA complementarity here [https://en.wikipedia.org/wiki/Complementarity_(molecular_biology)].

He/She recommends that you also extract the complement of the unidentified sequence. Run the following on the command line:

cp ~/../smansuri/comp.py .





This will add an incomplete Python program called comp.py. Follow the instructions to determine the complement.

Once you get the program running correctly, you’ll see a success message and a file called unidentified_complement.fasta created.



RNA Transcription

RNA is created by taking the template strand (in our example, the complement strand), and using an RNA polymerase to create a complement of the complement, but with Uracil (U) instead of Thymine (T). This means the RNA will have the same sequence as the original strand, but with U’s instead of T’s. For example:

Original:   ACTG
Complement: TGAC
RNA:        ACUG





Run the following on the command line:

cp ~/../smansuri/transcribe.py .





This will add an incomplete Python program called transcribe.py. Follow the instructions to transcribe the complement to RNA (Hint: This will be very similar to your implementation in comp.py).

Once you get the program running correctly, you’ll see a success message and a file called unidentified_rna.fasta created.

Note: The template strand is read from 5’ to 3’, which is the orientation of our complement data. Therefore, you don’t need to do any sort of reversal. You’ll soon see another instance where you will need to reverse.




A Potential Breakthrough

You compare this RNA sequence with some others in your lab’s database. The transcribed RNA you submitted has a sequence that’s fairly similar to one seen before in rats.

There are two markers that could suggest your unknown sample may, in fact, be related to the one seen in rats:


	The sequence “ATGGAGCTGACTGTGGAGGCATG” is often present.


	The GC Content is above 55%.




Determine if this sequence appears in your sample, and see if the GC content is in the range you expect.



BLAST

Your colleague notices what you’ve been trying to do. She suggests you use an online tool called NCBI BLAST [https://blast.ncbi.nlm.nih.gov/BlastAlign.cgi] to compare your sequence to a database of sequences online. Click the link and use the Nucleotide Blast tool to copy-paste the original DNA sequence to determine what this sample is.

Great! You’ve identified what organism this comes from. What exactly is this organism? Is there anything particularly interesting about it?



Let’s Try That Again

What you just did–exploring an unknown sequence–is one of the simplest and most common bioinformatic tasks. Ask yourself this: does everyone who wants to do this have to write their own algorithms, manually parse through sequences, and copy-paste into a web browser?

Nope. Let’s explore a far more efficient method in the next lesson.





          

      

      

    

  

  
    

    ★ Challenge 1: Python/Biopython
    

    
 
  

    
      
          
            
  
★ Challenge 1: Python/Biopython


Welcome

This week’s lesson is, in some ways, a one-question “midterm” that covers the skills you’ve learned so far. It’s designed to be more challenging than anything we’ve done so far, so don’t be discouraged if you have to think things over (and fail) before succeeding!



Instructions


Coverage

We assume that you’ve already covered (and only covered) all three of our previous sessions. For your reference, they’re linked here: Week 1 Week 2 Week 3. The techniques for solving the problem below are, with 100% certainty, covered in the previous three lessons.

Note: This does not mean that they are explicitly mentioned in one of our previous lessons. Recall that we emphasize finding specific commands, options, and tools on your own. However, we have covered the core concepts before.



Logistics

The problem below does not specify how you should solve it. Instead, we’ll present you with a task to perform and you’ll need to determine the output.

Additionally, you’ll never need to download any software. Everything you need is on EC2.



Getting Help

In the real world, you’re often on your own when you’re stuck and need help. Reading through Google searches, documentations, tutorials, and manuals is a real life skill.

However, we don’t just want to throw you off the deep end. If you do get stuck on something and you can’t figure it out, you can draft an email and send it to the bootcamp instructors. Provide a specific description of 1) what you’re trying to accomplish 2) what issue you’re running into 3) what you’ve already tried to troubleshoot it. If we find many common issues, we’ll send out an FAQ/hints email on Sunday.



Good luck, have fun!




The Problem

We’ve previously described how and why we sequence DNA. The raw output of these sequencing machines are FASTQ [https://support.illumina.com/bulletins/2016/04/fastq-files-explained.html] files. Each base that a FASTQ file contains is paired with a quality score that’s encoded in ASCII [http://www.asciitable.com/] (proportional to how confident the machine is that the base was identified correctly). We, of course, do not want to have our downstream analyses tainted by low-confidence sequences.

There are various techniques for cleaning up such raw data. Your goal here is to implement one possible method: We will only keep reads if:

1. No base in the read has a quality score (strictly) less than 50
2. The average base quality is (strictly) greater than 68





Our goal is to output a count of the number of reads that we kept.

As an example, imagine our FASTQ file contains only two sequences, each with three characters:

@SAMPLE1
AGG
+
DEF
@SAMPLE2
TGC
+
BCD





@SAMPLE1 has an average quality score of 69 (from the average ASCII of DEF), and no character is under 50. We will keep this sequence.
@SAMPLE2 has an average quality score of 67 (from the average ASCII of BCD), and no character is under 50. We will not keep this sequence.

The output, therefore, would be 1.

Make a copy of your input FASTQ file, available at ~/../smansuri/raw.fastq. Have fun!


  Just getting 0 as your count over and over? Click me!Newline characters have an ASCII value of 10.



Checking Your Solution

Your answer should be in the mid-900’s.
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Lesson 6: Bioinformatics x Python Packages


 Recording from 2020
  https://drive.google.com/file/d/1-WxYMeo-SRU_IcOli_aE-WfE3ALmBw2M/view?usp=sharing

Welcome

Congratulations! After your hard work honing your Unix and Python skills, you’ve been selected for a bioinformatic research project! Soon, you’re going to be trusted with genetic data from an unknown source. Your goal will be to use bioinformatics to determine where this data came from.



Warm Up (Packages)

Before you’re allowed to work with real genetic data, you’ll need to familiarize yourself with Python packages. Think of packages as Python programs someone else has written that you can borrow and use for your own purposes.

For example, earlier you determined the GC content of your sequence by writing your own algorithm. Instead, it’s a lot easier to find a Python package that already has a built-in GC counter, and just run it by doing something like sequence.count_gc(), for example.

The Python package we’ll be using for our bioinformatics purposes is called Biopython. This is already installed on our cluster. If it wasn’t, you could install it by doing (DO NOT ACTUALLY DO THIS): pip3 install --user biopython.

Instead, prove to yourself that Biopython is already on the cluster by doing:

pip3 list







Warm Up (Biopython)

Great, we have Biopython. Let’s figure out what it does and how to use it.


Seq Objects

Much like the fundamental building block of genetics is DNA, the fundamental building block of Biopython (at least for what we’re doing) is the Seq object. As we move forward in the course, we’ll introduce other Biopython features.

First, you’ll need to import the Seq package (which is part of the Biopython library). This gives you access to use the Seq object in your file:

 from Bio.Seq import Seq





Next, create a Seq object (think of that as a nucleotide sequence) and assign it to a variable:

rna = Seq("AGUACACUGGUG")





Now, print out that variable:

print(rna)





The output (while boring) is probably what you’d expect–the sequence you specified. But, as you know, you could have done the same thing with a simple string! What makes Seq’s especially useful?



Biopython Methods

The answer - methods! See, the Seq object knows what’s inside is either DNA or RNA, so it has specific genetics-related methods you can easily use! For example, you can translate this RNA! Do:

print(rna.translate())





Check out this table [http://www.fao.org/3/y2775e/y2775e0e.htm] to see what amino acids this translated to.

Note: Methods belonging to the Seq type will all be executed in the format above: SeqObj.method(). All but one method you’ll use today will be in this format. The other is a method outside the type, which usess Seq as a parameter: method(SeqObj).




The First Glimpse


Access

You’ll be using the same genetic data as before.

!wget --no-check-certificate 'https://docs.google.com/uc?export=download&id=1qalp5p_feGsd-G_FtOq6v-OAb5US3rDM' -O unidentified.fasta





This time, instead of having various files for various methods, we’re going to be using just one file. Isn’t that handy? Copy it to your directory:

!wget https://raw.githubusercontent.com/ubicucsd/crash_course/master/source/scripts/biopython.py -O biopythonExercise.py





This program will provide you with feedback as you progress through the next few steps. Run the program as you complete each step. You’ll find the Biopython package documentation [http://biopython.org/DIST/docs/api/] useful.

Hint: You really don’t want to look through this vast documentation. Can you figure out which specific sub-packages the biopython.py file uses, and only look for that documentation? Ask an instructor if you’re stuck for more than 3 minutes.

Hint 2: Every single task below can be completed in one line of code. Although you need not be this efficient, be wary of writing long methods. The whole point of Biopython is that you don’t need to think about any of the logic; it’s all done for you.




Transcription Simulation


Reverse Complement

Follow the instructions in the file.



RNA Transcription

Follow the instructions in the file.




A Potential Breakthrough

Recall the two markers that could suggest your unknown sample may, in fact, be related to the one seen in rats:


	The sequence “ATGGAGCTGACTGTGGAGGCATG” is often present.


	The GC Content is above 55%.




Follow the instructions in the file.

And as you might have guessed from the closing comments of the last lesson, instead of parsing files manually, we can use the file parsers in Biopython to get the fasta sequence from our fasta file easily.
Create the biopython SeqRecord object which stores all headers in id attribute and sequences in seq attribute:

record = SeqIO.read("unidentified.fasta", "fasta") # Read SeqIO documentation
print(record.id, record.seq)





Now let’s Blast!

result_handle = NCBIWWW.qblast("blastn", "nt", record.seq)
blast_qresult = SearchIO.read(result_handle, "blast-xml")
print(blast_qresult)
# Get the description of top 5 hits





We’ll return to using Biopython in a future lesson on Alignment.


Credits

Exercises are adapted from Rosalind [http://rosalind.info], the official Biopython tutorial textbook [http://biopython.org/DIST/docs/tutorial/Tutorial.pdf], and a course [http://disi.unitn.it/~teso/courses/sciprog/python_biopython_exercises.html] from the University of Trento.
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Lesson 7: Data analysis with python

The power of Python partially lies in the many library it offers. For this lesson and as a general paractice for data analysis with python, go ahead and perform these imports:

#imports
import numpy as np
import pandas as pd
import scipy.stats as ss
from scipy.stats import norm
import matplotlib.pyplot as plt
import seaborn as sns
import statsmodels.api as sm





We have used lists in Python, but instead of using those built-in structures it is more common a practice to use arrays from the numpy library (np.ndarray) and series from the pandas library (pandas.series or pandas.dataframe).


    [image: three data structures]
          Table 1: (adapted from _Towards Data Science_) summarizes differences between the three data structures 
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Lesson 8: Machine Learning - Classification, Dimesionality Reduction

You have already started Machine Learning when you performed the linear regression analysis, but let’s talk about Machine Learning in general first, then, as promised earlier, we’ll move to our larger dataset.
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Lesson 9: Clustering

Syntax note:

Note that in Python syntax, you will have to use a dot to specify where you want to get a function from. For example, there is a package called numpy, with a module called random, with a function called seed. The seed function is called by typing out np.random.seed(), telling python where exactly it needs to look.

WE ARE USING PYTHON3, NOT PYTHON


General Factoids

Clustering: The process of partitioning a dataset into groups based on shared unkown characteristics. In other words, we are looking for patterns in data where we do not necessarily know the patterns to look for ahead of time.

In: N points, usually in the form of a matrix(each row is a point).

In: A distance function to tell us how similar two points are. The most intuitive distance function is euclidean distance [http://rosalind.info/glossary/euclidean-distance/]. The type of distance measure you use can vary depending on the type of data you are using. One specific example of how fine tuned distance metrics can be is a distance metric that weights substitutions in DNA strings heavier than indels because indels are more common sequencing errors. This means that such a metric would not separate two DNA strands due to sequencing error.

Out: K groups, each containing points which are similar to each other in some way. Some algorithms cluster for a preset number K, others figure it out as they go along.

How is DNA a point? One common way we translate DNA strings to points is by making a string of DNA into a kmer vector. A kmer is a string of length k, and there are 4^k possible kmers in any DNA strand. Usually we think of kmers as ordered lexicographically like this: AAA, AAC, AAG, AAT, ACA, ACC, ACG, ACT, AGA and so on. One way to represent a DNA strand is to create an array of zeros of length 4^k and increment by one for each time that kmer appears in the DNA strand.

Problem: Find the kmer vector of “AG” (k=2).


Bioinformatics Applications of Clustering:


	Finding what genes are up and down regulated under certain conditions. Imagine you have a matrix, where each point is a set of gene expression recorded for a variety of conditions. If two points are close to each other, that means they had similar expression levels throughout those conditions.


	Discerning different species present in a sample of unkown contents. This can be done with an algorithm that does not have a predetermined amount of clusters. An example application is taking HIV sequences from a patient, clustering them, and filtering clusters under a certain size to find the sequences of prevalent strains within the patient.


	Finding evolutionary relationships between samples using hierarchical clustering. The earlier on two centers were combined, the closer their corresponding points are from an evolutionary perspective.







Generating Data

In order to demonstrate the differences between different clustering methods, we need datasets that cluster differently depending on technique.

Copy the starter file into your directory:

https://drive.google.com/file/d/13j7v4lUOfWY4PhR9mT1-SBao8FkitbEh/view?usp=sharing

This file clust.py contains a plotting function - don’t touch it! We will be creating stuff for that plotting function to plot in a minute, so write your code below that function.

Start by creating some blobs using numpy’s random normal generator. First, create a seed for the random number generator with

np.random.seed()

Make a few blobs of points (probably two) with centers between 0 and 20 and varied stdevs (keeping the array dimensions the same). Example syntax:
clust1 = np.random.normal(5, 2, (1000,2))

Put the point blobs into one structure so that we can cluster them all at once with

dataset1 = np.concatenate()

We will be comparing how our point blobs cluster to the way that circles of datapoints cluster. Create two concentric circles as the second dataset.
dataset2 = datasets.make_circles(n_samples=1000, factor=.5, noise=.05)[0]

If you want to see what your datasets look like, use the cluster_plots function

Note: cluster_plots will save your plots to a pdf file in your current directory, the name of which can be changed.

scp username@ec2-3-135-188-28.us-east-2.compute.amazonaws.com:/home/username/path /localpath/







Clustering Data


1. K-means

[image: _images/kmeansViz.png]


Steps:

(We present the Lloyd Algorithm here, but there are other algorithms for k-means clustering)
   I. Select K centers. This can be done a variety of ways, the easiest of which is to select k random points; maybe find a random point, find the farthest point from that and select it, find the furthest point from the previous and so on; this is called farthest first traversal [https://en.wikipedia.org/wiki/Farthest-first_traversal]

   II. Assign each point to the center nearest to it. (Centers to Clusters step)

   III. For each center, take all the points attached to it and take their average to create a new center for that cluster.

   IV. Reassign all points to their nearest center (Clusters to Centers step) and continue reassigning + averaging until the iteration when nothing changes.



Code:

We will be using the KMeans algorithm from sklearn’s cluster package to dataset1 and dataset2. Remember that k is the number of clusters the KMeans algorithm will assign points to, so give Kmeans the appropriate k. The points returned from the KMeans function will be separated into clusters, making them easy for the cluster_plots function to distinguish and color accordingly.

kmeans_dataset1 = cluster.KMeans(n_clusters=k).fit_predict(dataset1)
cluster_plots(dataset1, dataset2, kmeans_dataset1, kmeans_dataset2)





(While using the sklearn implementation as a black box is the general practice as we’ve seen so far, it is a good learning practice and a nice coding challenge to implement the Lloyd Algortihm yourself. Check out this Rosalind problem “Implement the Lloyd Algorithm for k-Means Clustering” [http://rosalind.info/problems/ba8c/] (You could solve the previous problem [http://rosalind.info/problems/ba8b/] on Rosalind for distance calculation)




2. Agglomerative Hierarchical

[image: _images/hcust.PNG]


Description:

   I. Start with every point being its very own cluster center.

   II. Find the two centers which are closest to each other and combine them into one cluster. The new center is the average of the two previous ones.

   III. Continue combining the closest centers until all points are under a single cluster.



Code:

Let’s look at the blobs and circles we made again. Look at the documentation page for agglomerative clustering [https://scikit-learn.org/stable/modules/generated/sklearn.cluster.AgglomerativeClustering.html] and figure out the proper calls for the two datasets (syntax is very similar to what you did for k-means).

Now, run cluster_plots() to graph and scp to view the results. Do you notice a difference in quality of the clustering of the left and right graphs?

Unfortunately, this still does not solve our circlular cluster issue. For that, we can ask the sklearn package to build a graph out of our circles which restricts the amount of nearest neighbors a point can cluster with.

#this line limits the number of nearest neighbors to 6
connect = kneighbors_graph(dataset2, include_self=False, n_neighbors = 6)

#in this line, you need to set linkage to complete, number of clusters to 2, and set connectivity equal to the graph 
#on the previous line
hc_dataset2_connectivity = cluster.AgglomerativeClustering().fit_predict(dataset2)





Use cluster_plots() to graph the plot resulting from the regular AgglomerativeClustering beside the graph that plots the connected AgglomerativeClustering. As you may have guessed, this fixes the circle problem.




3. Soft Clustering

[image: _images/wkmeans1.gif]


Description:

This is essentially the same thing as k-means, but points cannot be hard assigned to a cluster. Instead, each point has a probability of being in each cluster, and points with higher probabilities influence the center of that cluster more.

I. Select K centers randomly (or slightly less randomly, like farthest first traversal [https://en.wikipedia.org/wiki/Farthest-first_traversal].

II. Expectation step: Assign a responsibility (a likelihood) for each point in respect to each cluster. Basically, the closer a point is to a center the higher the likelyhood of that point. This can be calculated in a variety of ways, but the main idea is that it is some function relating the distance from a point to a center to the distances between all points and that center to see if it is much closer or further than other points

III. Maximization step: compute new cluster centers by using a weighted average of the points based on the likelihoods calculated in step II.



Code:

Let’s go ahead and see what will happen with our blobs and circles under this clustering algorithm:

em_set1=mixture.GaussianMixture().fit_predict()





Use these new clusters in our cluster_plots()

Also feel freee to check out Rosalind problem “Implement the Soft k-Means Clustering Algorithm”](http://rosalind.info/problems/ba8d/).





Challenge

Head over here to complete our clustering challenge!


Credits

Lloyd Algorithm k-means clustering and Soft Clustering explanation and challenge are adapted from Rosalind [http://rosalind.info], particularly Rosalind problem “Implement the Lloyd Algorithm for k-Means Clustering” [http://rosalind.info/problems/ba8c/] and Rosalind problem “Implement the Soft k-Means Clustering Algorithm” [http://rosalind.info/problems/ba8d/]
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★ Challenge 2: Dirichlet Process Means Clustering Challenge

Copy the starter file from
/home/ubuntu/clustering_lesson/dmp.py

The dirichlet process is a method of clustering without knowing the number of clusters ahead of time. The means part of the name indicates that we will be defining clusters by taking the mean of the members in the cluster. Something like this algorithm may be used for example 2 in the list of clustering related bioinformatics problems. Here are the steps:

    I. Add the first point in your data as the first center. A single data point is a numpy array.

    II. Iterate through all of the points in your data, calculating the distance between the current point and all existing centers.

     A. If the point falls within a certain threshold distance of the center, add that point to that center’s cluster

     B. If the point does not fall within a certain threshold distance of the center, add that point to the list of centers

   III. Once you have gone through the Dirichlet Process, you do the means part. Redefine the centers of each cluster to be the average of all points in the cluster.

   IV. Repeat steps II and III either until an iteration provides no change in the assignment of points to centers, or a maximum number of cycles is reached.

HINT 1: You will need an array of arrays to keep track of which points are in which clusters. Array 1 will contain the indices of the points in the first cluster and so on. If a point moves from its current cluster, remember to take it out of the old cluster before adding it to its new cluster.

HINT 2: You will need an array of arrays to contain the centers of each cluster. The first array will be the center of the first cluster and so on.
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Lesson 10: Alignment


Alignment Basics

Sequence alignment is the process of putting similar regions closer to each other, and inserting gaps (denoted by ‘-’) where there may have been an insertion/deletion event. Identifying regions of similarity can help us identify structural, functional, or evolutionary relationships between sequences.

There are hundreds of alignment methods for different types of information (DNA vs amino acid), different uses (finding common domans vs comparing homologous genes), and different special cases (antibody sequences, viral sequences). If you are interested in learning details about how some existing methods work (this is BENG 181 material): the most generic DNA alignment method is a pairwise dynamic programming method called Smith-Waterman [https://en.wikipedia.org/wiki/Smith%E2%80%93Waterman_algorithm], alignment of many sequences (multiple sequence alignment) can be done by Fast Fourier Transforms [https://en.wikipedia.org/wiki/MAFFT], and alignment for accurate amino acid sequence homology is done by HMM profile alignment [https://en.wikipedia.org/wiki/HMMER].

This lesson will focus on hands-on learning of three types of alignment: global, local, and multiple sequence alignments.



Pairwise Alignemnt

Pairwise alignment is the alignment of one sequence to one other sequence. In order to look in detail at the usefulness of different types of alignments, we will start by looking at pairwise alignment methods implemented with the Smith-Waterman [https://en.wikipedia.org/wiki/Smith%E2%80%93Waterman_algorithm] method.


Global Alignment

In this case, the word “global” just means that the entire first string is aligned as best as possible to the entire second string. It’s used to compare two homologous sequences, like comparing the same gene between individuals or species.

Make a new Python file aligners.py and import some stuff:

# Import pairwise2 module
from Bio import pairwise2

# Import seq objects
from Bio.Seq import Seq

# Import method for formatting alignments
from Bio.pairwise2 import format_alignment





Define strings TGCCTTAG and TGCTTGC and using global alignment on them:

pairwise2.align.globalxx()





The alignment method returns a list of the most high scoring(good) alignments. You can print those out by iterating through the alignments with a for-each loop and print them out one by one. Use this syntax to make them look better during printing:

print(format_alignment(*alignment_name))





What is that asteriks? In different languages an asteriks has different meanings, but in Python it denotes a variable quantity of arguments. In other words, methods that want this asteriks are capable of accepting either one, maybe two, or maybe more arguments(inputs).



What exactly is a good score? Why is one alignment better than another?

Glad you asked! If you look at the score printed out below each alignment, you will notice that the score is coincidentially identical to the number of nucleotides that match between the two aligned sequences. The alignment we tried gives gaps, insertions, and deletions a score of zero and matches a score of one. Other alignments may have more complex behaviors, including negative scores for insertions/deletions, custom scores based on which nucleotide is mismatched with which, and more. There are several modes of alignment available on BioPython, each with customizable scoring. Look over here [http://biopython.org/DIST/docs/api/Bio.pairwise2-module.html] if you want to see the range of what BioPython has to offer.

Take the two strings ATGCGGCCATTATAAGTGGTCTCT and GATTATAATT, for instance. In case you want to reward +10 for matches, -4 for mismatches, you could use:
pairwise2.align.globalms(str1, str2, 10, -4)
Now suppose you add gap penalty, deduct 3 for opening a gap (an indel not preceded by an indel), and deduct 2 for extending a gap (an indel preceded by an indel).
pairwise2.align.globalms(str1, str2, 10, -4, -3, -2)
For now, let us use +1 for matches, -1 for mismatches, -1 for opening a gap, and -1 for extending a gap.



Local Alignment

While the Global alignment method above gave us all the highest score alignments, we might not want any of them. Do you think it is fair for strings ATGCGGCCATTATAAGTGGTCTCT and GATTATAATT to be aligned from the begining of both strings to the end of both strings? Notice that starting at index 7, "CATTATAAGT" in the first string looks more similar to the second string than any global alignment if we ignore the indel penalties at the flanking ends of the second string aligned and could have been a good place to find a conserved region.

The word “local” means the best alignment between two subsequences. This method can be used when looking for a conserved gene between two otherwise very different organisms. Aligning the messy differences between two different species is not useful, but finding two subsequences (two genes) that the species have in common without aligning the whole sequences can be very useful.

Now, let’s compare how these strings align with globally vs locally.
(Yes, there is a pairwise2.align.localms() function in biopython module)

Looking at the matching nucleotides in global and local alignments of these string, which one makes more sense? Does it make sense to care about the matches the global alignment has at the very end of the sequences?




Multiple Sequence alignment

Multiple sequence alignment aligns multiple sequences, but its inner workings are a bit complicated (my way of saying I do not know them well enough to teach them) so we are just going to focus on their applications. This type of alignment is used on a large number of more or less related sequences in order to infer homology and build evolutionary trees. My multiple sequence aligner of choice is mafft, which can be called from inside python.

Grab D_db.fasta [https://drive.google.com/file/d/1qHc1__7e5em8z4AS9D7hygCFNnIo8MkW/view?usp=sharing] and J_db.fasta [https://drive.google.com/file/d/1wz7S4CgbhHBujx134MCjKahMAKPuPslr/view?usp=sharing]

wget --no-check-certificate 'https://docs.google.com/uc?export=download&id=1qHc1__7e5em8z4AS9D7hygCFNnIo8MkW' -O D_db.fasta
wget --no-check-certificate 'https://docs.google.com/uc?export=download&id=1wz7S4CgbhHBujx134MCjKahMAKPuPslr' -O J_db.fasta





Now align them with the default settings on mafft:

import subprocess

in_file = "D_db.fasta"
subprocess.call(["mafft", "--out", "aligned.fasta", in_file])





D_db.fasta and J_db.fasta are the databases of known human diversity and joining genes, respectively. These genes are building blocks of the heavy chain on an antibody. We can see that the J’s align pretty neatly, with some deletions, while the D alignment is a mess - many mismatches and gaps. This clearly indicates that J genes are much more highly conserved than D genes, which you probably guessed from their names. Find answers to your questions about heavy chains over here [https://en.wikipedia.org/wiki/V(D)J_recombination]

Now that we are familiar with what alignment has to offer, let us get hands-on with a specific implementation:



Codon Alignment

Challenge: Codon Alignment

This challenge describes a method of alignment that can be used to track the differences between sequences on the codon level. The goal is achieved with mutliple sequence and some basic sequence manipulation tricks.
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Codon Alignment Challenge

One thing biologists care a lot about is the way amino acids change through time. This is found by sequencing DNA at several timepoints, codon aligning various timepoints, and comparing timepoints to see which amino acids change at what time. Why don’t we just convert to amino acids and align there? Because different reading frames and deletions cause suboptimal translations into the amino acid realm, and therefore decrease the usefulness of the alignment. Plus, codon alignment can reveal synonymous vs nonsynonymous mutations.

For a visualization of this type of alignment, head over here [https://flea.ki.murrell.group/view/P018/sequences/]. The sequences shown here are from an HIV envelope. If you click on on amino acid index, you can see a graph showing how the amino acid in that position evolved over time. You can explore the site - I recommend the tree section because it is pretty.

I made a fake fasta of sequences that need to be codon aligned over at /srv/WI20/not_aligned.fasta. Here is my step by step guide on making your own codon aligner to make sure those sequences are nice and neat.


0. Get the imports

#to call mafft
import subprocess

#to use the Seq type
from Bio import Seq

#to read/write fasta
from Bio import SeqIO

#to translate
from Bio.Alphabet import generic_dna







1. Align with mafft and replace initial gaps with N’s


Why we do this?

Due to DNA fragmentation, sequencing starts at many different points, and we don’t know ahead of time where the points are. If we don’t identify where one sequence starts relative to another, we cannot begin comparing them. Why the N’s? That’s because the biological meaning of N’s is different than that of gaps. Gaps in an alignment indicate deletions or insertions from one sequence to another, we predict that something was removed or added. In the case of different starting points, we know that something is supposed to be there, since we have information from other sequences. Thus it is not an insertion or deletion, but unkown nucleotides. We represent this with N’s.

a. Align the file with mafft. Syntax for this is provided in lesson 8 [https://github.com/ubicucsd/bootcamp_19_20/blob/master/8_Alignment1]

b. Go through each of the sequences in the mafft aligned file

for seq_record in SeqIO.parse("nuc_aligned.fasta", "fasta"):





c. Count the number of initial gaps on each sequence

d. Degap each sequence and place it into a Seq object

The syntax for this step is whack, so let me give it to you:

sequence=Seq.Seq(str(seq_record.seq).replace("-", ""))





d. Prepend each sequence with n’s. The number of n’s should be equal to the number of initial gaps that sequence had.




2. Correct the reading frame and length

We have now lined up sequences with different starting points, but what if every single sequence starts at the wrong reading frame? All of the translated animo acids will be useless. One way of making the choice between starting each sequence from the first, second, or third nucleotide by seeing which one results in the longest total distance between stop codons in all of the sequences.

In the interest of time, let us assume that the reading frame is correct. All you need to do is to make sure that the alignment has a length that is a multiple of three.

a. Go through each index from 0 to the number of sequences

b. Use the modulus to find whether the current sequences has a length divisible by three.

What is a modulus? it’s this % symbol. In math, this symbol will find the remainder for you. So 15%3=0, 16%3=1, 17%3=2, 18%3=0 and so on.

c Based on the remainder you found in b, figure out how much of the sequence you should cut off the end. Syntax hint: seq[0:-1] will give you the sequence with the last nucleotide cut off.



3. Translate the DNA into amino acids.

How? Google translating DNA with BioPython.



4. Mafft align the amino acid sequences

It’s the same syntax as step 1, just put your animo acids in a file.



5. Backtranslate to codons

We need to backtranslate from amino acids into codons by inserting the gaps from the amino acid alignment into the nucleotide codons themselves.

a. Go through each amino acid in the aligned amino acid array

b. If it’s a regular amino acid, go ahead and take next three nucelotides from the degapped nucleotide array (the one with the n’s). If it’s a gap, think about how many gaps that corresponds to in nuceotide space (hint: it’s three) and insert those gaps.



Answer Key

Verify your answers:

The code itself can be found at /srv/WI20/codon_align.py.

The answers for each question are currently being made. They will be located in /srv/WI20 (soon).
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Lesson 11: Phylogenetics


The Basics


What is Phylogenetics?

At its core, phylogenetics is the study of finding evolutionary relationships between organisms. How, you ask? By looking for similarities (in our case, on the DNA level). Let’s pose one such problem:

Imagine you’re given five distinct organisms and are told to figure out how they’re evolutionarily related (that is, how they evolved from one another). Two questions pop into your head: Why? and How?



Why Do I Care?

The answer is twofold:


	On a broader scale, an understanding of phylogenetics gives us a better understanding of the living world, and how we + our fellow organisms fall into it. We can answer questions about how we are linked to jellyfish, and how that relationship has shaped the world around us.


	On a smaller scale, phylogenetics also provides key information about genetic drift, the evolution of genes and diseases, and the development of molecular differences between organisms.






How Does it Work?

We need some shared, conserved mechanism of comparing the organisms… something like DNA! There are sequences in DNA that are highly conserved between organisms (usually sequences that code for absolutely essential parts of life) that are excellent candidates for comparison. For example, imagine you have three organisms with the following sequence of DNA in a conserved region:

1. ACGTG
2. ACGTC
3. ACGCC





We can compare the nucleotides at each position and find that 1 and 2 differ by one nucleotide, 2 and 3 differ by one nucleotide, but 1 and 3 differ by two nucleotides. This might lead you to conclude that the relationship between organisms 1 and 3 is the most evolutionarily distant.

Note: In reality, these conserved sequences are much, much longer, and the analysis is far more robust than counting of a few nucleotides.




Biopython

If you’re not familiar with Biopython, please skim our previous lesson here.

If you know what you’re doing, running this on your own machine instead of on EC2 will probably give you some nicer graphs. This is optional, continue on EC2 if you wish!

You’ll need to have Biopython installed to continue (done for you on EC2). Confirm by running a Python program with the following:

from Bio import Phylo





If nothing shows up during execution, you’re good to go!



Find the Relationships


Working with Trees

[image: _images/770c29b0806e6524b692cce1f29ead43d6988642.png]phylo_tree

You’ve probably seen one or more of the phylogenetic trees diagrammed above. These visually represent the heart and soul of phylogenetics. Because we use a last universal common ancestor model (LUCA model), in which the root represents an ancestral organism from which all living organisms today evolved, each evolutionary relationship can be represented by a branching of the tree.



The Data

Let’s see this in action with our own phylogenetic tree! Remember those five organisms we mentioned earlier? Well here they are, each with a conserved DNA region sequenced:

   5   13
Alpha     AACGTGGCCACAT
Beta      AAGGTCGCCACAC
Gamma     CAGTTCGCCACAA
Delta     GAGATTTCCGCCT
Epsilon   GAGATCTCCGCCC





Note: The first line is a header. The first number is the number of organisms, and the second is the length of each DNA sequence.

Copy and paste all of the data above (including the header file) into a new file called msa.phy. The .phy extension indicates that the file contains phylogenetic data.


What kind of data goes into making trees?

As with basically all other programs dealing with biological sequences, phylogenetics algorithms need you to align your sequences before you input them, so that they are easier to compare. If you are curious about different methods of alignment and their influence on the final alignment go over to our lesson on alignment over here.




The Setup

Now we’re ready to start analyzing this data. Create a new python file and add the following to import everything we need:

from Bio import Phylo
from Bio.Phylo.TreeConstruction import DistanceCalculator
from Bio.Phylo.TreeConstruction import DistanceTreeConstructor
from Bio import AlignIO





Make sure you can run this file without errors!

Here’s some documentation that may help you if you get stuck:
AlignIO [https://biopython.org/DIST/docs/api/Bio.AlignIO-module.html],
DistanceCalculator [https://biopython.org/DIST/docs/api/Bio.Phylo.TreeConstruction.DistanceCalculator-class.html],
DistanceTreeConstructor [https://biopython.org/DIST/docs/api/Bio.Phylo.TreeConstruction.DistanceTreeConstructor-class.html]

Note: If you’re not able to follow the instructions below, ask the bootcamp developers for a templated file to help guide you!



Alignment

The first step is to import the (already aligned) sequences into our program. Use AlignIO to read in the data, and store it in a variable aln. Print aln to confirm this step worked correctly.



Distance Matrix

Now that we have our data, we’re interested in how similar (or different) the sequences are from each other. The more similar, the more likely they are to be evolutionarily close. Therefore, we use a distance matrix to store information on how similar each DNA sequence is from every other sequence. Create a Distance Calculator object with the ‘identity’ model. Use it to calculate the distance matrix of the alignment, and store it in a variable dm.



Phylogenetic Tree

Now, the real magic… creating the phylogenetic tree! We can use our Distance Tree Constructor to make a tree from our distance matrix. Use the UPGMA algorithm in Distance Tree Constructor to create a tree and store it in a variable tree.



Visualization

Great, you’re done! Except… you’re probably interested in how your tree turned out! The simplest way to visualize your tree is to use the Phylo.draw_ascii() method to print the tree to the terminal. This will give you a low-detail sketch of your tree. Make sure you can do this before moving forward.

You’re probably interested in a much more detailed tree, though. The Phylo.draw() method provides that, but requires matplotlib as a dependency (pip install matplotlib if you don’t have it [EC2 does!]).



Interpretation

Phylogenetic trees are interpreted using the following terms:

[image: _images/7a55e769137fe7e0fada603ef596827c098ef723.png]tree

How many common ancestors are there? What does that tell you about the relationships and evolutionary distances between the organisms.




Challenge: Different Algorithms, Different Results

We made two algorithm choices in our pipeline above. One is the distance calculator’s model and the other is the distance tree’s model. Use the documentation to find alternate algorithms and try various combinations. You’ll see the predicted tree (and the evolutionary relationships) change!

How do we know which tree is the best? Let’s look at an analogous example with phenotypic mutations that’s easier to follow than genotypic mutations. Consider the two trees below:

[image: _images/3b13ed30fbbb197e92788d49ee356997a2a4c62e.png]tree1
[image: _images/c790ed853b4a2a8e5f16fda39231b1852ed0e248.png]tree2

The first tree is a better prediction because it relies on less evolutionary events to happen independent of each other (less “parsimony”). Think: If you and your roommate are both sitting on the couch eating stawberry popsicles with chia seeds, it’s more likely that the popsicles came from the same source than two independent sources.

Looking at the different trees the algorithms produced, do you have a favorite? (There’s no real right answer here… we don’t know how these sequences evolved! As long as your can justify your choice, you’re good.)

So, what are these models we’re switching between? Let’s take a look:


Distance Tree Models


Unweighted Pair-Group Method with Arithmetic Averaging (UPGMA)

This model is heavily based upon the assumption that there is an equal rate of evolution (resulting in all branch lengths being the same in the tree). This is a VERY POOR assumption, which makes this model rather unreliable.



Neighbor-Joining (NJ)

This model is an agglomerative (bottom-up, or merging) clustering method. We’ve done agglomerative clustering before here, so take a look! Importantly, NJ allows for unequal rates of evolution, which generally improves the output tree.




Distance Calculation Methods


Identity

Distance is equal to the proportion of non matching nucleotides, so lower distance = closer relationship.



Blastn

Matches are worth 5 points, while mismatches are worth -4 points. The formula to calculate the final score is:
1 - (matches*5-mismatches\*4)/(length\*5).



Trans

This scoring takes the difference in transitions(purine->purine or pyrimidine->purine) vs transversions(purine->pyrimidine and vice versa) into account. Transversions are less likely to occur, so they are scored -6 compared to the -1 for transitions. Matches are given a score of 6.
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Diagrams adapted from Khan Academy [https://www.khanacademy.org/science/biology/her/tree-of-life/a/building-an-evolutionary-tree].





          

      

      

    

  

  
    

    ★ Challenge 3: DP and Phylogeny Challenge
    

    
 
  

    
      
          
            
  
★ Challenge 3: DP and Phylogeny Challenge


Instructions


Coverage

We assume that you’ve already covered (and only covered) all of our previous sessions. The techniques for solving the problems below are, with 100% certainty, covered in the previous three lessons.

Note: This does not mean that they are explicitly mentioned in one of our previous lessons. Recall that we emphasize finding specific commands, options, and tools on your own. However, we have covered the core concepts before.



Logistics

The problems below do not specify how you should solve them. Instead, we’ll present you with tasks to perform and you’ll need to determine the output.

Additionally, you’ll never need to download any software. Everything you need is on EC2.



Getting Help

In the real world, you’re often on your own when you’re stuck and need help. Reading through Google searches, documentations, tutorials, and manuals is a real life skill.

However, we don’t just want to throw you off the deep end. If you do get stuck on something and you can’t figure it out, you can draft an email and send it to Sabeel. Provide a specific description of 1) what you’re trying to accomplish 2) what issue you’re running into 3) what you’ve already tried to troubleshoot it. If we find many common issues, we’ll send out an FAQ/hints email on Sunday.



Good luck, have fun!




Problem 1

Find the 100th Fibonacci number (without Googling!).

You may try to write a recursive solution, but it will not run in time. Perhaps this [https://www.topcoder.com/community/competitive-programming/tutorials/dynamic-programming-from-novice-to-advanced/] can help?



Problem 2

In the lab, you’re often not going to be given an explanation (such as provided above) of how to perform a task. This challenge will test your ability to use your resources (internet, documentation, etc.) to extend phylogenetic analysis given only input and output.

In: Many times, phylogenetic trees are exported as XML files. XML stands for eXtensible Markup Language, and is used in a wide range of applications that require storage or transport of data in a structured fashion. Provided are two XML files, single.xml, containing one phylogenetic tree, and many.xml, containing many different phylogenetic trees.

(They’ll be downloaded with different names than many or single)many.xml [https://github.com/biopython/biopython/blob/master/Tests/PhyloXML/phyloxml_examples.xml]single.xml [https://github.com/biopython/biopython/blob/master/Tests/PhyloXML/apaf.xml]

Out: When your program is executed, the following should be printed to the terminal for every tree (from both files):


	[Tree Name] or “Unnamed”


	[Tree Description] or “No description”


	[Phylogenetic tree ordered with deepest clades* on top]




*Clade depth is defined by the number of terminal nodes.



Congratulations! You’ve completed the introductory portion of the Bioinformatics Crash Course.
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R tutorial

Link to ipynb [https://colab.research.google.com/drive/1tF7cyCtYNKztleI-T5CM3KNK4bTNdj1j?usp=sharing]
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About This Course

The Bioinformatics Crash Course is a year-long introductory sequence of lessons intended to introduce new bioinformaticians to practical, lab-applicable skills. For years, it has served as undergraduate and graduate students’ first exposure to bioinformatics at UC San Diego.

The course was designed and founded by Sabeel Mansuri [https://sabeelmansuri.com/] and Mark Chernyshev [https://www.linkedin.com/in/mark-chernyshev/].

It is currently maintained by:


	Ishaan Gupta [https://www.linkedin.com/in/ishaan-gupta-687342109/]


	Carleen Li [https://www.linkedin.com/in/carleen-li/]


	Yingxi Lin [https://www.linkedin.com/in/yingxi-lin-3ba637153/]




It was previously maintained by:


	Mark Chernyshev [https://www.linkedin.com/in/mark-chernyshev/] (2018-2020)


	Sabeel Mansuri [https://sabeelmansuri.com/] (2018-2020)
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Additional Sequencing Methods

Sanger Sequencing

This one is widely taught and known, but a little outdated.

1. Lyse the cells and extract DNA. The DNA itself is fragmented and copied many many times over.

2. Attach primers to the fragments and separate the experiment into 4 tubes.

3. Each tube receives plenty DNA polymerase, plenty deoxynucleosidetriphosphates (dNTPs) and about 1/100th the amount of di-deoxynucleotidetriphosphates (ddNTPs). The issue with ddNTPs is that they don’t have the 3’-OH group. Synthesis stops when it a ddNTP is attached, which happens at various points on various fragments.

4. DNA is negatively charged. Heat the DNA to separate it and put through a gel from pos->neg side, which separates fragments with a resolution of 1 nucleotide.

5. The trick is that the ddNTPs are fluorescent! You now have many many fragments whose lengths you know down to the nucleotide. Expose an x-ray film to the gel, and now you have 4 rows representing the 4 nucleotides and dark bands where each of the 4 nucleotides terminated a fragment. Here’s a picture to clarify:

[image: ../_images/Sequencing.jpg]image of sanger gel

PacBio Sequencing:

1. DNA is immobilized at the bottom of a small well with a DNA polymerase.

2. Fluorescent nucleotides are introduced to into the well, each labeled with a unique fluorophore.

3. Light from the bottom of the well makes the bases fluoresce as they are added to the DNA template by the polymerase and the sequence of light colors is recorded.

PacBio

|Pros |Cons|
|—|—||- long reads - up to 15kpb |- expensive |
|- high throughput| - high error rate |

Longer reads means that fewer reads are needed for the same coverage. Clearly, PacBio is best used for the reconstruction of longer genes or entire genomes.

Sanger

|Pros |Cons|
|—|—||- High precision - error rates of ~.001% |- low throughput   |
|- long read length  |- expensive  |

Sanger sequencing is currently only really for small sequence lengths in a small number of samples.

Illumina

|Pros |Cons|
|—|—||- low cost  |- short reads   |
|- high throughput   |- not cost effective for small number of targets|
|- decent precision - error rate: 0.46% - 2.4% |   |

Although the reads are short and the error rate is not as low as Sanger sequencing, Illumina sequencing produces so many sequences that it doesn’t matter. Getting the most out of Illumina means getting the most out of its high throughput and per base coverage, which requires the proper software.
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Advanced Terminal Commands


Obtaining Files

scp(secure copy) is a command used to copy files from one machine to another. The first argument is the source location, while the second argument is the destination. scp file.txt my_username@dns_address.com:/home/my_username/docs

curl Will download stuff for you. The most simple and relevant combination of options is curl -L https://examplelink.com -outdir . which will download from https://examplelink.com into the current directory (indicated by the dot).

apt-getHandles packages from the apt library for Debian based systems. However, this installs packages system-wide so you are not going to be able to use it on EC2. The mac equivalent is homebrew. sudo apt-get install google-chrome-stable will install chrome.



Unpackaging

Much of the data people want to download is large, but they want it fast. That’s why things like .zip, .tar, .gz and such exist. Those are the file extensions of compressed data. In order to make software work, it must be unpackaged.

unzip Is exactly what it sounds like. This command unzips .zip file types.

tar(tape archive) Is the command linux uses to package and unpackage stuff. This command has an incomprehensible amount of confusing options, so let me just copy paste the ones you should care about. tar -xvf file.tar.gz -C . unpacks a .tar.gz file into the current directory and tar -xvf -C . unpacks a .tar file into the current directory. The -C option indicates the files’ destination.



Compilation

What is compilation? It is the conversion of one programming language into another. Typically, it is a conversion of what’s known as a high-level language (C, Java, Python, etc) to a low level language (binary, assembly). CPUs understand only very very very basic logic, so a super smart program called a compiler has to convert your convoluted and messy code into the simple delicious porridge that the CPU can eat(execute).

shell scripts and python files do not need compilation.

java compiles by javac filename.java

C gcc -c filename.c to compile and assemble.

Note: Much of the time, software you download online is already in binary form so there is no need to compile. This is not always the case!



Execution

/bin(binaries) contains your executable files and shells. The computer has a list of folders it searches through to find executables when you type a command and the /bin directory is one of them. When you download software, you should place the executable file or a symbolic link into the /bin directory.

shell script a simple ./executable will suffice to execute a script.

python will automatically compile for you before executing with the command python filename.py.

java can be executed with java compiledfilename

C is executed like a shell script ./out
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